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The objective of this study was to understand the attitudes of professionals who work in mental health regarding the use of

conversational user interfaces, or chatbots, to support people’s mental health and wellbeing. This study involves an online

survey to measure the awareness and attitudes of mental healthcare professionals and experts. The findings from this survey

show that more than half of the participants in the survey agreed that there are benefits associated with mental healthcare

chatbots (65%, p < 0.01). The perceived importance of chatbots was also relatively high (74%, p < 0.01), with more than three-

quarters (79%, p < 0.01) of respondents agreeing that mental healthcare chatbots could help their clients better manage their

own health, yet chatbots are overwhelmingly perceived as not adequately understanding or displaying human emotion (86%,

p < 0.01). Even though the level of personal experience with chatbots among professionals and experts in mental health has

been quite low, this study shows that where they have been used, the experience has been mostly satisfactory. This study has

found that as years of experience increased, there was a corresponding increase in the belief that healthcare chatbots could

help clients better manage their own mental health.
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1 INTRODUCTION

Chatbots, also known as conversational user interfaces, are tools that use machine learning and artificial intel-
ligence to simulate human communication, either through voice or text communication.

Voice-based chatbots are called upon within mobile devices, computers, and smart speakers such as Amazon
Alexa and Google Home. Text-based chatbots can be accessed through many channels, such as Messenger, Kik,
Slack, and Telegram, or in a web or mobile application [5]. The user can converse with the chatbot using text or
“quick replies” (buttons). Voice-based chatbots, used at home for support of mental health and wellbeing, require
translation from speech to text (and vice versa) with a success rate dependent on accent and surrounding sound
(e.g., machine operating, TV on, other people talking). Additionally, elements of conversation such as secure
authentication, selection over a large number of options, and transcription of special terms such as names and
emails can more easily be managed with text-based rather than voice-based conversation.

They support interactive communications between persons and a computer program [9]. The earliest chatbot
dating back to the 1960s was ELIZA, and it was developed to try to mimic the responses of a psychotherapist in
a therapy session [30]. It made use of pattern matching and pronoun substitution to give an illusion of under-
standing even though it had no built-in knowledge [16]. Computing technology has advanced since then, with
the advances in artificial intelligence and machine learning, and in particular deep neural networks, which have
led to further development of chatbots. In addition, the increased adoption of mobile Internet and messaging
platforms has driven the adoption of digital interventions such as chatbots [11].

Chatbots operate using natural language, and they have gained a lot of traction recently because they have the
potential to provide a multitude of services through one point of contact. Chatbots have been used in education
[32], customer service innovations [27], and healthcare [8]. Within the area of mental health, there has been
a recent drive toward creating digital interventions that can either supplement or replace face-to-face mental
health services [15]. As access to mental health services remains an issue worldwide, with the mental health
workforce insufficient to meet the growing demand for mental health services [29], automated procedures hold
great promise for both mental healthcare providers and for those in need of mental health services [13].

Many chatbots are available for use in mental health care provision. One of the better-known mental health
chatbots is Woebot [10], which is a chatbot therapist. It works using cognitive behavioral therapy and applies
techniques to help clients improve their mental health. The results of a randomized controlled trial among stu-
dents found that Woebot significantly reduced symptoms of depression within 2 weeks [10].

This conversational agent was launched via Facebook Messenger, but there were some criticisms with this, as
Facebook, and not Woebot or the individual, owned the conversation data [23]. This is more relevant recently,
where Facebook has been under fire for the company’s handling of personal data [28]. There were also criticisms
that the Woebot app failed to respond appropriately to reports of child sexual abuse resulting in the Children’s
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Commissioner for England deeming the app not fit for purpose [18]. To address some of these issues, and par-
ticularly in relation to the privacy issues with this application, users can now ask the Woebot app to delete their
user history, as well as remove all conversations, once the conversation has ended [28].

iHelpr is another mental health chatbot developed to provide self-assessment and guidelines for stress, anxi-
ety, depression, sleep, and self-esteem [5]. A study was conducted regarding its use, via questionnaire, and it was
found that the respondents found the chatbot to be enjoyable and easy to use and stated that there is a consis-
tent personality throughout the conversation, which they liked [5]. Tess is another chatbot designed to provide
support for treating anxiety and depression, and it was shown that it is a feasible option for offering support for
depression [12]. Bibliotherapy is another method of mental health support. This is a form of talking therapy that
uses short stories to support people with mental health issues, using concepts of cognitive behavioral therapy
to assist in the recovery of the client, and recent research has been investigating its adoption by bibliotherapy
facilitators [19].

Various studies have been carried out to determine the feasibility and efficacy of chatbot use. An early study in
2017 [4] used an online questionnaire to determine why chatbot users in the United States were using chatbots.
The results showed that the greatest motivational factor was productivity, in that chatbots helped users obtain
timely assistance or information [4]. A recent survey conducted by Palanica et al. [24] set out to determine the
opinions of medical practitioners on the use of this technology in healthcare. Their study showed that chatbots
may have a beneficial role to play in healthcare support [24].

Current literature demonstrates that there are widespread benefits to using chatbots. One is that it is prefer-
able for some people to use chatbots to complete certain tasks normally performed on a web page or mobile
application [11]. Chatbots are also seen to relieve certain barriers in mental health provision, such as stigma
around accessing psychological health services and geographical isolation that can hinder attendance at face-
to-face counseling [20]. People working unconventional shifts may also have problems gaining access to mental
health services. Chatbots could be used as a potential solution to these problems, as mobile mental health in-
terventions are nonintrusive and easily accessible for anyone with a mobile phone. There has also been some
evidence to suggest that chatbots can be effective in dealing with individuals with major depressive disorder
[29]. Mental health counseling can be improved through the use of chatbots, as chatbots can provide a user with
instant information [6], they have 24/7 availability, and they will provide cost savings for the users in the form
of travel expenses and telephone charges [14]. In addition, users enjoy the anonymity offered by chatbots, as
some patients were shown to disclose sensitive information to a chatbot but they would not have done so with a
human therapist, as demonstrated by Lucas et al. [17]. In the United Kingdom, Samaritans, the helpline service,
recorded that users younger than 25 years were the highest user age group of their text messaging service, and
they were more likely to communicate through text than to phone the organization [26]. These young people
can also feel uncomfortable disclosing their feelings to a human being [29]. As a recent study shows, in some
circumstances, patients are more likely to disclose personal details to artificial intelligence–powered conversa-
tional assistants rather than to an actual clinician [21]. Many young people also feel that their problems are too
personal, or they fear that this sensitive data could be shared with others [31].

Chatbots also have their limitations. They may not be able to understand the nuances of human language.
Artificial intelligence has to understand the complexities at play, to prevent the provision of an unsuitable answer
or by providing unclear or nonsensical responses, to be able to communicate what is at the core of mental health
problem. Chatbots could offer reminders every now and again that they are in fact an “artificial intelligence”
to counter any confusion. As the Woebot application warns its users: “As smart as I may seem, I’m not capable
of really understanding what you need” [15]. Many are dismayed and horrified at the concept of chatbots for
mental health and in particular for the area of suicide prevention, arguing that such a complex problem cannot
conceivably be reduced to a computer algorithm [2]. Chatbots also fall short in the provision of mental health
support for sensitive topics, such as for suicide risks and where abuse is being reported [28]. Indeed, there is not
enough evidence-based data to support chatbot use in suicide prevention [25].
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Privacy is also a major concern for users of these applications, and developers need to ensure that data sharing
will not expose users to privacy risks. Poor adherence seems to be another problem with digital mental health
interventions [7], and for those people who do go on to maintain a relationship with these digital resources, the
fear is that some vulnerable people may begin to rely on them too much, which may lead to anxiety when these
applications are not available. Overall, there is a need for a wider discussion about how all mental health services
can and should encourage the safe and ethical use of chatbots [29].

In the recent study by Palanica et al. [24], challenges were perceived due to chatbots not being able to under-
stand or display human emotion. The majority of physicians (70%) in this survey expressed their concern about
risks associated with healthcare chatbots for patients[24], and these concerns relate to chatbots not being able
to understand the complex use of language associated with a mental health crisis in such a way to recognize
symptoms and respond appropriately [18]. Hence, rather than developing something that is state of the art, the
developers may need to ensure that the technology is centered on understanding the needs of someone in crisis
[3].

Chatbots represent a shift in how people manage their mental health. Although there has been an increase in
the development and use of such applications, it is not fully understood why professionals and experts in mental
health would use chatbots and encourage their use by their clients. The study by Palanica et al. [24] investigated
how the use of healthcare chatbots are regarded by physicians. Their survey concluded that chatbots can have a
beneficial role to play in healthcare support but that chatbots currently do not have the expert medical knowledge
needed to replace the role of the traditional physician. The effectiveness of chatbot use in the area of mental
health has not been fully researched [22], and this survey extends the work of Palanica et al. [24] to look at the
professionals and experts who work in the area of mental health, to determine if chatbots designed for mental
health are beneficial and to determine the efficacy of such tools.

Mental healthcare professionals are crucial in advising clients on how best to protect their wellbeing, but
little is known about how they perceive chatbots in terms of benefits, challenges, and risks to patients [24]. In
the survey by Palanica et al. [24], clinicians from the United States suggest that chatbots may be important in
the self-management of health (e.g., for appointment scheduling or medication monitoring). But these clinicians
were concerned that chatbots do not understand human emotions and cannot provide diagnosis, as they do
not have expert knowledge and do not know the overall person and also may encourage self-diagnosis within
clients [24]. It was felt that chatbots may play a role in supporting, motivating, and coaching patients, but even
in this they are limited by the fact that they cannot display or understand human emotion [24]. The survey
showed that clinicians thought chatbots could not replace healthcare professionals, but they could support them,
and more education on evidence-based research surrounding chatbots is necessary [24]. Andersson [1] made
similar findings in which this type of technology was found to have poor adoption rates by physicians and poor
adherence by patients.

2 OBJECTIVES

The research of Palanica et al. [24] involved physicians in the United States only [24], where the opinions were
primarily about physical health. Further research is needed to consider different mental healthcare professionals
in different environments and how they perceive chatbots for use with their clients. Therefore, the main objec-
tive of this survey is to assess awareness, attitudes, and practices of mental healthcare professionals regarding
the use of digital health tools and particularly chatbots to augment and improve mental health service provi-
sion. The survey investigates the use of healthcare chatbots, perceived benefits of healthcare chatbots to clients,
perceived challenges of healthcare chatbot usage, perceived risks of healthcare chatbots, and the perceptions of
healthcare chatbots in the role of a mental healthcare professional. An additional objective is to determine if
there is an association between a mental healthcare professional’s experience and the professional’s likelihood
to recommend or prescribe the use of mental healthcare chatbots to clients.
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3 METHODS

The study involved an online survey of awareness, attitudes, and practices relating to digital technology among
mental healthcare professionals. Ethical approval for this study was obtained from the School of Psychology Filter
(Ethics) Committee and the University Ethics Review Board at Ulster University. Respondents gave informed
consent at the entry point to the online survey.

The survey was part of a larger project known as ChatPal, a project funded by the Northern Periphery and
Arctic Programme (2014–2020) to co-create a chatbot to support the mental wellbeing of people living in sparsely
populated areas.

The ChatPal consortium is made up of partners from Northern Ireland, Ireland, Scotland, Sweden, and Finland.
Initial recruitment for the survey took place in Northern Ireland, via local mental health services organization
and ChatPal partner Action Mental Health, which shared the survey with their staff via email, emphasizing the
voluntary nature of participating. Recruitment also took place via email by academic institutions and healthcare
services across the consortium’s partnership networks. Snowball sampling was used to recruit additional mental
health professionals across each of these regions in Europe.

Only mental healthcare professionals were eligible to participate in the survey. This included individuals em-
ployed to either support the mental well-being of the population in general or support those with mental ill
health on a practical or an academic basis.

The survey is subdivided into five main sections: (1) usage of mental healthcare chatbots, (2) perceived benefits
of healthcare chatbots to clients, (3) perceived challenges of mental healthcare chatbot usage, (4) perceived risks
of healthcare chatbots, and (5) perceptions of mental healthcare chatbots by mental healthcare professionals.
The survey categories remain similar to the survey designed by Palanica et al. [24], but the emphasis on physical
health and the associated symptomatology has been changed to mental health for this current study. In addition,
references to professionals and technology have been made more relevant to mental health rather than physical
health.

Data were analyzed using descriptive analyses to examine the characteristics of participant responses to sur-
vey items on mental healthcare chatbots. Data analysis was carried out using the Python programming language
and Python Jupyter Notebook. Spearman’s rank correlation coefficients were used for association analysis be-
tween variables. Significance testing was computed for correlations, where p < .05 was considered statistically
significant. Bar charts displaying the survey results contain error bars with an error amount of 5% for each data
point, as a percentage of the value of that data point.

4 RESULTS

4.1 Use of Mental Health Chatbots

When asked about the perceived importance of chatbots (Figure 1), 77% of professionals and experts in mental
health thought that chatbots are either somewhat important (66%) or very important (11%). In contrast, 23%
believed that chatbots are somewhat unimportant (20%) or very unimportant (3%).

The surveyed professionals and experts in mental healthcare were also provided with a list of some of the
chatbots currently available for use in mental healthcare and asked about their levels of awareness of these
chatbots. From their replies, it is noticeable that most of the respondents have neither heard of nor used any
of these applications. Of the 16 respondents who had used these chatbots, 24% of the respondents believed that
their clients use mental healthcare chatbots (with 35% not using them) with the majority (38%) being unsure or
did not know if their clients used mental healthcare chatbots.

The respondents were also asked if they would be likely to prescribe the use of mental health chatbots to their
clients within the next 5 years. A total of 80% of respondents replied that they would be very likely (24%) or
somewhat likely (56%) to prescribe these tools (Figure 2). Although there is a disparity in gender distribution in

ACM Transactions on Computing for Healthcare, Vol. 2, No. 3, Article 25. Publication date: July 2021.



25:6 • C. Sweeney et al.

Fig. 1. Perceived importance of chatbots in mental healthcare.

Fig. 2. Perceived likelihood to prescribe the use of mental healthcare chatbots to their clients within the next 5 years.

the respondents (16% male and 62% female), there was no significant difference between the percentage of males
versus females and their likelihood to prescribe the use of mental health chatbots to their clients.

4.2 Perceived Potential Benefits of Using Mental Healthcare Chatbots for Clients

The perceived benefit to clients is an important indicator of the efficacy of this new technology. The professionals
and experts in mental health were asked about any apparent benefits that existed with the use of chatbots in

ACM Transactions on Computing for Healthcare, Vol. 2, No. 3, Article 25. Publication date: July 2021.



Can Chatbots Help Support a Person’s Mental Health? • 25:7

Fig. 3. Perceived benefits of mental healthcare chatbots for clients (ordered in descending order by percentage who strongly

agree).

the area of mental health. Figure 3 shows an average of 65% (SD = 13.24) agreed to some extent that there are
benefits associated with mental healthcare chatbots; nevertheless, an average of 17% (SD = 6.12) disagreed to
some extent that there were any potential benefits. More than three-quarters of respondents agreed that mental
healthcare chatbots could help their clients better manage their own health (79%). Chatbots were also perceived
to improve access and timeliness to care (71%) and reduce travel time to their mental healthcare providers (81%).
Sixty percent of respondents believed that mental healthcare chatbots could prevent unnecessary visits to mental
healthcare providers and that clients may disclose more information to chatbots compared to mental healthcare
providers (48%).

There will also be mental health–related benefits of chatbot use for clients, with an average of 53% of respon-
dents believing in some type of physical, psychological, or behavioral health benefit to clients, with more than
half of respondents believing that mental healthcare chatbots could increase activity or exercise (59%), improve
nutrition or diet (63%), reduce stress (66%), or improve medication or treatment adherence (66%).

The respondents were asked how much they believe that healthcare chatbots would help or impede their work
in their daily occupational role on a scale from 0 = “impede my work” to 5 = “help me.” The responses showed
an observed range from 0 to 5, mean of 2.95, median of 3, and standard deviation of 1.15. The professionals and
experts in mental health were also asked how likely it would be in the future for healthcare chatbots to play a
more significant role in clients’ health than their healthcare provider, and well over half (58%) of respondents
thought that it would most likely happen, with 27% expressing that it would be very likely.
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Fig. 4. Perceived logistical benefits of using chatbots for clients (ordered in descending order by percentage that find the

perceptions strongly beneficial).

In relation to certain barriers to mental health provision, the majority (88%) of professionals and experts in
mental health regarded the use of chatbots as strongly beneficial or somewhat beneficial. In particular, respon-
dents found that chatbots would be most beneficial for reminders for medication/treatment compliance (70%),
renewing medication prescriptions (58%), and answering medication Frequently Asked Questions (54%).

There are also perceived logistical benefits of using mental healthcare chatbots, with the majority of respon-
dents (88%) believing that advantages for organization, planning, and management of administrative charac-
teristics associated with mental healthcare are either strongly or somewhat beneficial (Figure 4). Respondents
perceived that chatbots would be beneficial for scheduling doctor appointments (91%), locating mental health
clinics and services in a specific area (91%), setting reminders for medication/treatment compliance (91%), or
answering medication-related Frequently Asked Questions (86%).

Along with the logistical benefits of using these applications for their clients, chatbots also have significant
potential for use in self-management (39%), followed by education (36%) and training (35%) (Figure 5).

Chatbot use, as an aid to cognitive behavioral therapy, is also perceived as having strong potential (25%),
as these convenient, intelligent tools can conceivably offer assistance at any time with little commitment from
the client. The respondents also believed that chatbots could have potential to be used for particular disorders
including stress (82%), anxiety (80%), depression (74%), and phobia (67.5%). And, when asked if chatbots have
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Fig. 5. Perceived potential uses for chatbots (ordered in descending order by percentage with significant potential).

the potential to improve specific health-related outcomes for clients, more than 60% of respondents replied that
medication or treatment adherence, stress reduction or management, psychological well-being increase, and
nutrition or diet improvement are all areas that could improve outcomes.

4.3 Perceived Challenges and Risks Associated with Mental Healthcare Chatbots

Along with the benefits of using mental healthcare chatbots, there are also challenges. More than half of the
respondents (54%) agree that there are various challenges associated with the use of mental healthcare chatbots
for clients. The main challenge identified with the use of mental healthcare chatbots was that chatbots cannot
adequately understand or display human emotion (86%). Other challenges highlighted are that chatbots cannot
effectively care to the full extent of the clients’ needs (77%), they lack the intelligence or knowledge to accurately
assess clients (73%), and respondents perceived client data privacy and confidentiality as a challenge (59%).

This study shows overall rates of perceived risks (79%) to be a concern to the professionals and experts in
mental health, in relation to the use of chatbots in care provision (Figure 6), whereas only 6% did not agree about
any perceived potential risks.

More than 75% (78%) of respondents agreed on the listed perceived risks, with 90% claiming that the clients
may not feel adequately connected to their healthcare providers as a major risk. Other major perceived risks
include clients may not be able to verbalize their own mental health state clearly enough to allow the chatbot to
understand (82%), clients may not accurately understand the recommendations (80%), and clients may abuse the
use of chatbots and self-assess too often (80%).
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Fig. 6. Perceived risks associated with using mental healthcare chatbots for clients (ordered in descending order by percent-

age who strongly agree).

More than 57% of survey respondents indicated that healthcare chatbots would be more likely in the future to
play a more significant role in the health of clients than the healthcare provider. This perhaps indicates that na-
tional health services should consider procuring mental health apps from specialized app development providers.
Countries such as the United Kingdom and Sweden, where healthcare provision is free of charge at the point of
care, are beginning to put in place mental health service apps libraries within their systems of universal health
coverage.

From the survey results, it is evident that the majority of respondents agree that there are benefits associated
with mental healthcare chatbots and that the perceived importance of chatbots is also relatively high.

Spearman’s rank correlation coefficient was used to correlate the years of experience of the respondents, as
mental healthcare professionals, to various perceptions they may have about the use of chatbots. As years of
experience increased, there was a corresponding increase in the belief that mental healthcare chatbots could
benefit people in specific areas of mental health management to help clients better manage their own mental
health (r = 0.543, p < 0.01), improve quality of mental healthcare of people (r = 0.536, p < 0.01), improve access
and timeliness to mental healthcare (r = 0.557, p < 0.01), and assist mental healthcare workers in their daily
occupational role (r = 0.547, p < 0.01). There were also significant statistical correlations between increased
experience and a likelihood to recommend the prescription of mental healthcare chatbots to healthcare provider
colleagues (r = 0.224, p < 0.03), and a likelihood to prescribe the use of mental healthcare chatbots to clients
within the next 5 years (r = 0.219, p < 0.03). All of these correlations are statistically significant (p < 0.05), and
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the results indicate that as people’s experience increases, so does their belief that the use of chatbots can improve
the quality of care, client self-management, access to care, and assist mental healthcare workers in their roles.
Similarly, there is an increase in likelihood to both recommend and prescribe the use of chatbots with increasing
years of experience of the mental healthcare professional.

5 DISCUSSION

5.1 Principal Findings

The primary aim of this study is to assess the feasibility and efficacy of chatbot use in the area of mental health, to
assess the awareness, attitudes, and practices of mental healthcare professionals regarding the use of chatbots in
improving mental health service provision, while also determining if there is any association between a person’s
experience and their belief that the use of chatbots can improve the quality of care, client self-management, access
to care, and assist mental healthcare workers in their roles. An additional objective is to determine if there is any
association between a person’s experience and mental health professionals’ likelihood to recommend or prescribe
the use of mental healthcare chatbots to clients. A total of 100 respondents from Northern Ireland, Ireland,
Scotland, Sweden, and Finland took part in this online survey, and all respondents were either professionals or
experts in the area of mental health.

In relation to physical, psychological, or behavioral health benefits to clients, the respondents believe that
mental healthcare chatbots could increase activity or exercise, improve nutrition or diet, reduce stress, and im-
prove medication or treatment adherence. Respondents also found chatbots would be beneficial as reminders for
treatment compliance, renewing medication prescriptions, and answering medication Frequently Asked Ques-
tions. Perceived logistical benefits of using mental healthcare chatbots show a strong percentage believing that
there are advantages for organization, planning, and management of administrative characteristics associated
with mental healthcare.

The work by Palanica et al. [24] indicated that chatbots may play a beneficial role in healthcare. However, the
present study has developed significantly on that research with the primary finding from this study indicating
that with greater experience, mental healthcare professionals have greater belief in the use of chatbots to better
manage their clients’ own mental health. There was a significant statistical correlation between increased ex-
perience and a likelihood to recommend the prescription of mental healthcare chatbots to healthcare provider
colleagues, and a likelihood to prescribe the use of mental healthcare chatbots to clients within the next 5 years.
This could be seen as an unexpected result where the expectation would be that younger respondents (with less
experience) would be more embracing of new technologies, but counter-intuitively, people with more experience
(who are generally older) are shown to have belief that these tools have a place in the mental healthcare process,
and they would be more likely than healthcare workers with less experience to recommend or prescribe the use
of mental healthcare chatbots to their clients. Even though there are significant statistical correlations between
both increased experience and age with a likelihood to prescribe the use of mental healthcare chatbots to clients
within the next 5 years, this is not a clear picture across all age groups. Further analysis has shown that 50% of
respondents younger than 30 years have responded that they would be very likely to prescribe the use of mental
healthcare chatbots to their clients within the next 5 years, compared to 24% for 30 to 39 year olds, 42% for 40 to
49 year olds, 18% for 50 to 59 year olds, and 33% for those older than 60. If “very likely” and “somewhat likely”
responses are combined, then 75% of respondents younger than 30 years have responded that they would be
very likely or somewhat likely to prescribe the use of mental health care chatbots to their clients within the next
5 years, compared to 80% for 30 to 39 year olds, 79% for 40 to 49 year olds, 77% for 50 to 59 year olds, and 83%
for those older than 60.

Similar to the findings of a previous cross-sectional web-based survey, which examined the physicians’ percep-
tions of chatbot use in general healthcare, the mental health professional’s adoption of available chatbots is less
extensive than anticipated. Even so, more than half of the respondents to the survey agreed to some extent that
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there are benefits associated with mental healthcare chatbots, yet the perceived adoption among clients remains
quite low. This reflects some of the results from a recent trial by Fitzpatrick et al. [10], where they found that
despite the effectiveness of these applications, the adoption and adherence to these tools is relatively poor [10].
The perceived importance of chatbots was also relatively high with more than three-quarters of respondents
agreeing that mental healthcare chatbots could help their clients better manage their own health. Chatbots were
also perceived to improve access and timeliness to care, reduce travel time to their mental healthcare providers,
and prevent unnecessary visits to mental healthcare providers. The mental healthcare workers also believed that
clients may disclose more information to chatbots compared to mental healthcare providers.

As well as perceived benefits, challenges and risks also exist. The main challenge identified with the use of
mental healthcare chatbots was in relation to chatbots not adequately understanding or displaying human emo-
tion. When trying to replicate the duties of a (human) expert, it was perceived that chatbots lack the intelligence
or knowledge to assess clients accurately, and it is believed that chatbots cannot effectively care to the full extent
of the clients’ needs. Another area that needs to be addressed in terms of chatbot adoption relates to data privacy,
as the respondents perceived client data privacy and confidentiality as challenge. An overwhelming majority of
the respondents (90%) claimed that their clients may not feel adequately connected to their healthcare providers
when using chatbots, and these challenges and concerns would need to be addressed before the technology can
be fully endorsed by the mental healthcare workers and adopted.

5.2 Implications for Policy and Practice

There are many implications for the development and deployment of chatbot services in the area of mental
healthcare. Development could focus more on the self-management, education, and training elements of the ap-
plication to reflect the findings of this survey, to direct policy and practice. The developers of these applications
should consider what the mental healthcare workers find most beneficial about these applications or what could
have the greatest potential. The perception of the use of some methods seems to increase with increased years
of experience, which is an important finding. As such, the integration of these tools could involve training peo-
ple together with people with more years’ experience, who are not as digitally adept but have a belief in the
role of technology. Chatbots have been perceived to relieve certain barriers in mental health provision, which
includes stigma around accessing psychological health services and geographical isolation. Findings from this
study show that respondents agree that mental healthcare chatbots could help clients better manage their own
health, improve access and timeliness to care, reduce travel time to mental healthcare providers, and prevent
unnecessary visits to mental healthcare providers. Either more pilot projects would be needed to demonstrate
the technological soundness of some of these applications or a national review board would be needed to review
and rate mental healthcare apps. One solution to this is the Organisation for the Review of Care and Health
Applications (ORCHA), which is providing health app evaluation, where a greater than 65% rating is a precondi-
tion for adoption by the UK’s National Health Service (NHS), for example. ORCHA outlines that there are three
main challenges to digital health solutions, which include lack of awareness of the part that these applications
can play in the management of health and care related conditions, difficulty in accessing appropriate apps for
specific needs, and the lack of trust that is inhibiting the utilization of digital health solutions.

There are also some uncertainties and concerns about the impact of chatbots in mental healthcare provision.
Although there was a general perception that chatbots could potentially be used to help clients better manage
their own health, more than 25% (27.5%) did not believe that clients would be inclined to disclose more informa-
tion to chatbots compared to mental healthcare providers. Similarly, the respondents saw problems in the areas
of diagnosing (51%), counseling (32.5%), and cognitive behavioral therapy (25%), possibly because these could
be perceived as replacements for vital roles within mental healthcare management. Only when these tools can
be developed to meet the requirements of the people who will use them, and are practiced in real-life settings,
will their impact be fully realized. Developers should take these findings into consideration when developing
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mental healthcare chatbots, such as to focus on integrating reminders into the software, for example, relating to 
the client’s goals, medication, and exercise and use the chatbots to help alleviate stress and educate people. As 
the mental healthcare workers also believed that clients would disclose more information to chatbots compared 
to mental healthcare providers, the developer needs to be able to assure client users about privacy and confiden-
tiality. The development of these mental healthcare chatbots could also focus on increasing activity or exercise 
or work toward reducing stress or improving medication or treatment adherence. Finally, chatbots may offer 
an opportunity to redesign the mental healthcare system in such a way that promotes genuine collaboration 
between mental healthcare professionals and technologists. To integrate these new technologies into the area 
of mental health provision successfully, mental healthcare professionals and policymakers need to appraise the 
reliability and validity of such tools. If scientific evidence shows the benefits of  these tools, policymakers will 
then need to investigate the ethical and legal concerns associated with the use of artificial intelligence to support 
mental health counseling treatment programs so that these new methods can be successfully implemented.

5.3 Limitations

One of the limitations of this research is that the sample number is relatively small (n = 100). All of the chatbots 
mentioned as examples in the survey were in English language and thus not necessarily familiar to professionals 
in Finland and Sweden, which is a limitation. The survey also did not capture the age group of the clients with 
whom the mental health professionals worked, which is a limitation and an area for future research. A further 
limitation is the sampling method used. The snowball survey sampling method, also known as convenience 
sampling, will not guarantee that a random sample is selected, as the people are recruited based on whom they 
know and their links to the ChatPal project, and therefore are not representative of the entire population. In 
addition to the majority of respondents being linked to a single project, there could also be a bias toward specific 
countries that may have a different attitude toward digital technology for mental healthcare compared with other 
countries.

6 CONCLUSION

This study shows that where chatbots have been used, the experience has been mostly satisfactory, even though 
the level of personal experience with chatbots among professionals and experts in mental health has been quite 
low. The results of this survey show that the majority of respondents agree that there are benefits associated with 
mental healthcare chatbots, and the perceived importance of chatbots is also relatively high. The perception is 
that clients may disclose more information to chatbots compared to mental healthcare providers, and in relation 
to physical/psychological/behavioral health benefits to clients, the respondents believe that mental healthcare 
chatbots could increase activity or exercise, improve nutrition or diet, reduce stress, and improve medication or 
treatment adherence.

Preliminary evidence for use of chatbots in the area of mental healthcare provision is favorable. This study 
has found that as years of experience increased, there was a corresponding increase in the belief that healthcare 
chatbots could help clients better manage their own mental health, improve quality of mental healthcare of 
people, improve access and timeliness to mental healthcare, and assist mental healthcare workers in their daily 
occupational role.
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